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System
Name

Top500
Rank

Loc. CPU Accelerator CPU 
Compiler

GPU
Compiler

MPI

Frontier 1 ORNL AMD Zen 3 AMD MI250X hipcc 5.3.0 cray-mpich/8.1.23
Summit 5 ORNL IBM POWER9 NVIDIA V100 xl/16.1.1-10 nvcc 11.0.3 spectrum-mpi/10.4.0.3-20210112

Perlmutter1 8 NERSC AMD Zen 3 NVIDIA A100 gcc/11.2.0 nvcc 11.7.64 cray-mpich/8.1.25
Trinity 29 LANL Intel KNL -- intel/2021.5.0 -- cray-mpich/7.7.20

Sawtooth 109 INL Intel Cascade Lake -- intel/19.0.5 -- intel-mpi/2019.0.117
Eagle 127 NREL Intel Skylake -- gcc/8.4.0 -- openmpi/4.1.0
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Measurement Strategy
• OSU MPI Microbenchmarks 7.1 [2]
• Comm|Scope 0.12.0 [3]
• BabelStream 4.0 [4]
• Default system environment + 

GPU/MPI enablement
• Mean and standard deviation of 

100 samples

Problem
• Many applications are becoming performance-portable
• Acceptance testing results are not generally public
• Existing benchmark publications compare few systems
• Ad-hoc measurements fragmented through literature

STREAM COPY Bandwidth
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Table 1: Summary of representative DOE systems in the June 2023 Top500. 1PrgEnv-gnu.

Table 3: MPI latencies. Column subheadings indicate the communication domain. 1 These two 
measurements are the same. 2 Refers to GPUs attached to the same POWER9 CPU.

System
Name

On-Socket (μs) GPU → GPU (μs)
Socket Node Socket Node

Frontier 0.45 ± 0.01 N/A N/A 0.43 ± 0.00
Summit 0.35 ± 0.08 0.86 ± 0.00 18.2 ± 0.222 19.40 ± 0.20

Perlmutter 0.46 ± 0.06 1.11 ± 0.04 N/A 13.50 ± 0.13
Trinity 0.67 ± 0.01 0.99 ± 0.01 N/A N/A

Sawtooth 0.48 ± 0.011 N/A N/A
Eagle 0.17 ± 0.00 0.38 ± 0.01 N/A N/A

System Name CPU GPU
Frontier 111.97 ± 0.24 1,368.69 ± 0.11
Summit 237.42 ± 0.24 805.30 ± 0.11

Perlmutter 112.91 ± 0.26 1,396.47 ± 0.24
Trinity 256.64 ± 2.11 N/A

Sawtooth 238.70 ± 8.39 N/A
Eagle 208.24 ± 0.92 N/A

System
Name

Kernel
(μs) 

Sync
(μs) 

Host/GPU 
(μs) 

GPU → GPU (μs) 
A B C D

Frontier 1.50 ± 0.00 0.14 ± 0.00 13.03 ± 0.05 12.02 ± 0.05 12.56 ± 0.03 12.68 ± 0.02 12.02 ± 0.10
Summit 4.7 ± 0.00 4.54 ± 0.00 7.70 ± 0.03 24.97 ± 0.15 27.44 ± 0.14 N/A N/A

Perlmutter 1.77 ± 0.01 4.24 ± 0.01 4.24 ± 0.01 14.74 ± 0.41 N/A N/A N/A

System
Name

Host/GPU (GB/s) GPU/GPU (GB/s) 
A B A B C,D

Frontier 26.70 ± 0.00 N/A 50.90 ± 0.00 50.95 ± 0.00 36.95 ± 0.00
Summit 47.91 ± 0.00 37.61 ± 0.03 34.17 ± 0.01 30.29 ± 0.21 N/A

Perlmutter 26.50 ± 0.00 N/A 19.30 ± 0.05 N/A N/A
Table 4: Intranode transfer bandwidths (GB/s). Host/GPU is mean of host-to-device 

and device-to-host

Table 2: BabelStream COPY bandwidths (GB/s).

Table 5: GPU control and transfer latencies. 

MPI Latency

Accelerator Intranode Bandwidth and Latencies
• BabelStream’s omp-stream, hip-

stream, and cuda-stream benchmarks
• Single-socket systems feature lower 

aggregate CPU bandwidth
• Trinity, Sawtooth, and Eagle do not 

have accelerators

• OSU benchmarks pt2pt
• Point-to-point MPI 

latency
• Hardware locality 

typically visible in latency 
measurements
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Fig. 2: Summit node showing transfer kinds (Tab. 3).
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Fig. 3: Frontier node showing transfer kinds (Tabs. 3, 4).

• Comm|Scope’s MemcpyAsync, DeviceSynchronize, and kernel 
benchmarks

• Interconnect heterogeneity on Frontier and Summit (Figs. 2, 3) 
have a significant impact in measured transfer bandwidths. 
Latencies are not affected.

Contribution
• MPI latency, CPU/accelerator memory bandwidth, 

accelerator copy latency, and accelerator control latency 
benchmark results from six archetypal systems in the June 
2023 Top500 [1] list

Node
Fig. 1: Example of communication domains (Tab. 2).
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